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ABSTRACT With the explosive growth of Kubernetes adoption, Container Network Interfaces (CNIs) have
become critical components for configuring and securing container networks, but a comprehensive analysis
of their security capabilities and performance impact is noticeably lacking. Our study conducts a compre-
hensive security analysis of the major CNI plugins (Cilium, Calico, WeaveNet, Kube-router, and Antrea)
in cloud-native environments with Kubernetes through extensive evaluation of Layer 3/4 policy processing,
policy complexity scaling, pod scalability, and Layer 7 policy processing. The experimental results show that
eBPF-based Cilium maintains 8.9K Mbps throughput under complex L3/4 policies, but drops to 94 Mbps
with L7 processing, while Antrea achieves 6.6K Mbps at L7 through HTTP filtering, with performance
degrading as policy complexity increases. Under high concurrent pod loads, iptables-based CNIs show a
60-70% reduction in throughput, while Cilium maintains performance within 10% of baseline. These results
reveal critical trade-offs between architectural choices and security capabilities, and provide practical guide-
lines for CNI selection based on specific operational and security requirements in cloud-native environments.

INDEX TERMS Container network interface, cloud security, container security, network policy.

I. INTRODUCTION
The rapid adoption of cloud computing and container
technologies is fundamentally changing today’s IT landscape.
According to IDC’s 2024 report [1], global public cloud
services revenue is expected to exceed $800 billion in 2024.
This represents a 20.5% increase from 2023. The growth is
particularly strong in the IaaS and PaaS segments, driven by
increasing demand for AI and high-performance computing
applications. As the cloud market expands, cloud-native
computing is becoming increasingly important to enterprises’
digital transformation initiatives. Cloud-native architectures
emphasize flexibility, scalability, and automation, with
microservices, containers, and orchestration tools emerging
as foundational technology components [1], [2].

However, this accelerated growth has been accompanied
by a concurrent rise in security concerns [3], [4]. As
documented in the AlgoSec 2024 State of Network Security
Report [5], 97% of respondents cited security and compliance

The associate editor coordinating the review of this manuscript and

approving it for publication was Mehdi Sookhak .

as a top concern when selecting cloud platforms. In particular,
the complex network configurations inherent in hybrid and
multi-cloud environments have emerged as a significant
source of security challenges.

In container environments, traditional network security
approaches are inadequate due to three factors: the dynamic
scaling of workloads, the ephemeral nature of containers, and
the complex communication patterns between microservices.
The Container Network Interface (CNI) [6] plays a pivotal
role in standardizing and managing network connections
between containers, thereby facilitating the integration of a
variety of networking solutions into container orchestration
platforms such as Kubernetes [7]. However, the default con-
figuration of Kubernetes allows unrestricted communication
between all pods without isolation, creating potential security
vulnerabilities that CNI cannot adequately address on its own.

Thus, network policies serve as a security mechanism
to address such a vulnerability, providing sophisticated
capabilities for granular traffic control within container
environments. When implemented, these policies enable
precise regulation of inter-pod communication patterns,
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minimizing network exposure vulnerabilities and enforcing
the principle of least privilege within microservice archi-
tectures. Additionally, the extensive monitoring and logging
inherent in network policies facilitates rapid detection and
response to potential security breaches, improving overall
system resilience. As sophisticated threat vectors such
as side-channel attacks, container hijacking, and network
sniffers become more prevalent, granular access control
and traffic monitoring through CNI and network policies
have become critical. However, network policy handling and
security characteristics vary among CNIs, and the impact
of these differences on security effectiveness has not been
systematically analyzed. Therefore, designing an effective
security architecture requires careful analysis of each CNI’s
security features and how they support network policies.

Existing analyses of CNIs have predominantly focused on
basic features or performancemetrics [8], [9], [10], [11], [12],
[13], with only cursory mentions of policy support mecha-
nisms. Even studies that do address security policies tend to
focus narrowly on specific L3/L4 technologies such as eBPF
and iptables, rather than providing a holistic examination of
how CNIs implement and enforce network policies across
all layers (L3/L4/L7). Despite emerging research interests
in policy management and automation in Kubernetes [14],
[15], [16], [17], [18], analytical research on container network
security remains fragmented and incomplete. This gap creates
an urgent need for a more thorough analysis of how different
CNIs manage and process security policies.

To address these limitations, this paper presents a compre-
hensive analysis of the network policy support and security
features of the major CNI plugins used in the Kubernetes
environment, specifically Flannel [19], WeaveNet [20],
Calico [21], Kube-router [22], Cilium [23], and Antrea [24].
We present a quantitative and qualitative analysis of the
relationships between architectural design choices, security
capabilities, and performance characteristics for each CNI.
Our results show that Kubernetes policies take precedence
over CNI policies due to the positioning of the kernel stack,
allowing for complementary security enforcement.

In L3/L4 testing, eBPF-based Cilium achieves 8.9K
Mbps throughput even with 1,000 policy rules, while
OVS-based Antrea shows significant degradation to 1.2K
Mbps. In concurrent pod scaling tests, iptables-based CNIs
experience 60-70% throughput reduction at 200 pods, while
Ciliummaintains performancewithin 10%of baseline. At L7,
architectural choices lead to an interesting reversal - Cilium’s
extensive protocol support leads to significant performance
drops (94 Mbps), while Antrea’s HTTP filtering maintains
6.6K Mbps throughput. Finally, this paper presents the
results of an empirical analysis to support optimal CNI
selection based on operational characteristics when building
cloud-native environments based on these overall findings.

The primary contributions of this paper are as follows:

• In-depth analysis of security and network policy
features across CNIs: We conduct a comprehensive
investigation into security-related feature variations

among Container Network Interfaces (CNIs) to evaluate
how each CNI’s architectural characteristics and policy
support mechanisms contribute to enhancing network
security.

• Quantitative performance evaluation of policy pro-
cessing overhead: We present a rigorous quantitative
assessment of the impact of Layer 3/4 and Layer
7 network policies on CNI workload performance.
This analysis includes detailed measurements and
evaluations of throughput, latency, and system resource
utilization (CPU and memory) under varying policy
enforcement conditions.

• Tailored guidelines for CNI selection: We offer
detailed guidelines to assist in selecting appropri-
ate CNIs and network policies suited to different
cloud-native environments and operational require-
ments. Based on our findings, we propose optimized
network policies for specific scenarios, establishing
selection criteria that effectively balance security
improvements with performance optimization.

The remainder of this paper is organized as follows: Sec-
tion II introduces the background andmotivation. Sections III
and IV present an analysis of the baseline and security
features of each CNI, including its network policy. Section V
provides an experimental analysis of the performance impact
of network policy enforcement. Section VI reviews related
work and its limitations. Section VII discusses our key find-
ings and current limitations. Finally, Section VIII concludes
with insights and future research.

II. BACKGROUND AND MOTIVATION
A. CONTAINERIZATION AND KUBERNETES
Containerization [25] packages applications and their depen-
dencies into independent units, allowing them to run
consistently across environments. Unlike traditional virtu-
alization, which requires a separate guest operating system
for each VM, containers share the host operating system
kernel. This approach maintains isolation while providing
improved resource efficiency and faster deployment times.
The efficiency and portability of containerization have
made it a fundamental part of cloud-native application
development. Kubernetes [7] has emerged as the leading
container orchestration platform, where applications run in
pods - the smallest deployable units that can contain one
or more containers. Kubernetes manages these pods across
distributed environments. It automates deployment, scaling,
and load balancing. It also provides application resiliency and
service discovery. This orchestration enables organizations to
efficiently manage containerized applications at scale while
maintaining operational consistency.

B. CONTAINER NETWORK INTERFACE
There are several challenges to pod networking across
multiple nodes in Kubernetes clusters. The main issues
include IP address duplication when container networks
share the same IP range. Also, communication difficulties

VOLUME 13, 2025 35323



B. Kim et al.: Exploring Security Enhancements in Kubernetes CNI

FIGURE 1. Various container network interfaces in Kubernetes.

between nodes occur when pod IP addresses cannot identify
physical locations. To address these challenges, Kubernetes
introduced the Container Network Interface (CNI) [6].1

CNI provides a standardized approach that abstracts the
complexity of networking while enabling efficient resource
management and optimization.

Kubernetes provides ‘Kubenet’ as the default CNI, but its
functionality is severely limited and lacks even basic support
for cross-node networking. To address these limitations,
several CNI solutions have emerged, as shown in Figure 1.
Built-in plug-ins (loopback, bridge, etc.) provide basic
networking capabilities. For example, Bridge facilitates con-
tainer communication by creating a Linux bridge to connect
container interfaces on the same node. However, to meet
the needs of complex orchestration environments, third-party
plug-ins (Cilium, Calico, etc.) have emerged that go beyond
basic networking to provide advanced security features such
as deep packet inspection, encrypted communications, and
dynamic access control, becoming essential components in
modern containerized environments.

C. MOTIVATION
As container environments become an integral part of modern
infrastructure, ensuring secure network isolation and policy
enforcement through CNIs has become critical to protecting
containerized applications and data. Most existing studies
have focused on evaluating basic network capabilities and
performance benchmarks, while the interaction between
security policies and system performance remains largely
unexplored. There is a notable lack of a perspective that
comprehensively considers architectural aspects, security
features, and their performance implications together. Thus,
we organize the three main limitations as follows.
L1. Lack of analysis of gaps in CNI security features:

According to the 2023 CNCF Annual Survey [26], 40% of
organizations using cloud services identify security as amajor
challenge. Monitoring and visibility into network traffic,
especially in container environments, is a growing concern.
To establish an effective security posture that addresses the
multifaceted need for visibility, it is essential to examine both
the practical implementation and effectiveness of advanced
CNI security features, such as encrypted communications and
support for real-time monitoring.
L2. Lack of comparison between network policy capabil-

ities: The 2024 Cloud Security Report from Fortinet [27]

1hereafter referred to as ‘CNI’ in this paper.

shows that 45% of organizations struggle with consistent
security policy management in multi-cloud environments.
Specifically, differences in policy scope, priority schemes,
and enforcement mechanisms across different CNIs add
complexity to policy management and often lead to security
misconfigurations. Furthermore, the 2024 State of Kuber-
netes Security Report from Red Hat [28] shows that 40%
of organizations have encountered misconfigurations in
container environments, with 60% expressing concern about
the potential security risks associated with these issues. This
highlights the need for a comprehensive analysis of the
security mechanisms provided by each CNI, including how
their policies are enforced and managed, to ensure optimal
policy configuration tailored to organizational needs.
L3. Lack of assessments of policy impacts on system

performance: The 2024 Cloud Native Security and Usage
Report from Sysdig [29] found that over 50% of container
environments lack alerts or limits on system resource usage.
This lack of monitoring raises concerns about the ability to
accurately predict and manage the performance impact of
security policies. This issue is particularly pertinent because
each CNI processes policies differently from L3 to L7, and
as policy complexity increases, there are notable variations
in throughput, latency, and resource utilization patterns.
Therefore, empirical criteria are needed to quantitatively
assess the impact of each CNI’s policy handling mechanisms
on overall system performance. Such criteria would enable
organizations to select the most appropriate CNI based
on their specific infrastructure characteristics and security
requirements.

To address those challenges, this study poses the following
key research questions:

• RQ1. How do security features across CNIs differ in
their implementation, and what are their implications
for network policy operations? (Section III)

• RQ2. How do CNIs differ in their policy extensibility
and what capabilities do they provide for advanced
policy control? (Section IV)

• RQ3. How do performance metrics vary with policy
complexity and processing layer (L3/L4 vs. L7), and
what are the performance and resource trade-offs when
selecting a CNI? (Section V)

III. SECURITY FEATURES ANALYSIS IN CNI
A. UNDERSTANDING CNI ARCHITECTURES
In order to evaluate their security capabilities and perfor-
mance implications, it is essential to understand the basic
architectural features of different CNIs. This section provides
a brief overview of the basic features and architectures of each
CNI based on the Table 1.

1) FLANNEL
Flannel [19] operates at L2/L3 and implements UDP-based
overlay networks through multiple network modes, including
VXLAN [30], [31], [32], Host-GW [33], and direct routing.
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TABLE 1. Summary of basic feature analysis for major CNI plugins within a layered network architecture.

As shown in Figure 2 (A), Flannel’s architecture centers
around the Flanneld daemon running on each node, which
configures local routing tables based on the network con-
figuration stored in etcd. In VXLAN mode, Flannel installs
a bridge interface (cni0) with a unique subnet assignment
(e.g., 10.42.1.1) for each node, and encapsulates traffic
between nodes through a VXLAN interface (flannel.1).
This architecture not only prevents network contention
through subnet-level isolation, but also simplifies IP address
management across the cluster.

2) WEAVENET
WeaveNet [20] adopts a uniquemesh network architecture for
container-to-container communications. Operating at L2/L3,
it combines overlay networks and a routing mesh topology
that can be configured without requiring a separate data
storage infrastructure. As shown in Figure 2 (B), the core
component of WeaveNet is the Weave router running on each
node. These routers interconnect to form a network mesh and
provide a bridge interface (vethwe-bridge) on each node for
container traffic management.

In VXLAN mode, it has a notable two-tiered structure.
The vethwe-datapath and vxlan-6784 interfaces are layered
to efficiently handle packet encapsulation and decapsulation.
vxlan-6784, WeaveNet’s proprietary interface, not only
encapsulates inter-node traffic, but also integrates with
iptables rules to implement security and routing policies.
This architecture provides network encryption capabilities
and resilience to network partitioning. In addition, WeaveNet
supports efficient container name resolution through its
built-in DNS server and enables reliable packet delivery
through multiple intermediate nodes via multi-hop routing.

3) KUBE-ROUTER
Kube-router [22] operates primarily at the L3 level, using
BGP to exchange routing information between nodes and
enable direct communication. It uses IPVS (IPVirtual Server)
for network traffic processing, which eliminates the perfor-
mance overhead associated with inbound source network

FIGURE 2. Comparison of CNI architectures: Flannel (A) with simple
VXLAN-based overlay networking, WeaveNet (B) leveraging VXLAN with
OVS for advanced packet processing, and Kube-router (C) utilizing IPVS
and BGP for efficient routing and load balancing.

address translation (SNAT) that has traditionally degraded
kube proxy performance. Although IPVS cannot handle
packet filtering and certain SNAT operations, it requires
minimal use of iptables.

As shown in Figure 2 (C), Kube-router is centered around
a single Kube-router daemon running on each node. This
daemon communicates directly with the Kubernetes API
server through watchers to detect changes in cluster state,
and updates network configurations through controllers.
The network stack provides high-performance service proxy
functionality using IPVS, while built-in GoBGP allows each
node to act as a BGP router. This integrated structure
enables efficient pod-to-pod communication without overlay
networks and optimizes overall network performance along
with pod network management through Linux Bridge.

4) CALICO
Calico [21] is a solution that provides advanced capabilities
through BGP-based routing, making it suitable for deploy-
ment in large cluster environments. As depicted in Figure 3,
the Calico architecture consists of a Calico agent running on
each node, which includes Felix, BIRD (BGP client), CNI
plugin, and IPAM plugin.
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FIGURE 3. Calico CNI architecture with BGP.

As the main agent, Felix configures routes for each
pod and implements network policies using IPtables rules
to control traffic flow. The BIRD daemon facilitates the
exchange of routing information between nodes via BGP,
enabling efficient routing without overlay networks. The
IPAM handles IP address allocation and management. Felix
and BIRD operate in userspace, with the actual packet
processing and routing taking place in the kernel-space
network stack. The architecture uses either etcd or the
Kubernetes API as the data store for maintaining network
policies and configuration information.

Recent architectural enhancements include support for
eBPF [34], [35], [36], which enables direct kernel-level
packet processing and provides more efficient service load
balancing by replacing kube-proxy. In addition, Calico’s
Federation [37] enables centralized network policy manage-
ment and synchronization across geographically distributed
clusters in multi-cloud environments, ensuring consistent
security policy enforcement.

5) CILIUM
Cilium [23] is a CNI that adopts eBPF to provide advanced
networking, security, and observability. As shown in Figure 4,
the architecture uses the Cilium Agent as the central
component in the user space. This agent interacts with the
CNI plugin, the Cilium CLI, and the libbpf (Go library) to
generate eBPF program source code. The resulting byte code
is then loaded into the kernel after passing the eBPF verifier.

In kernel space, loaded eBPF programs are executed at
multiple hook points, including network device-level XDP
hooks, TC ingress/egress hooks, and socket-level hooks. The
eBPF maps facilitate data exchange between the Cilium
Agent in user space and the eBPF programs in kernel space,
enabling dynamic policy updates and state management.

The CiliumOperator interfaces with the Kubernetes API to
manage resources and policies at the cluster level. In addition,
Cilium’s ClusterMesh [38] extends service namespaces
across multiple clusters to behave like a single unified cluster,
enabling seamless microservice communication and global
load balancing for high availability in multi-clouds.

6) ANTREA
Antrea [39] is based on the Open vSwitch (OVS) [39] to
provide high performance packet processing. As shown in

FIGURE 4. Cilium CNI architecture with eBPF.

FIGURE 5. Antrea CNI architecture with OVS.

Figure 5, Antrea is built around the Antrea Agent, which
is deployed as a daemon set on each node to manage
the OVS and handle local Pod networking requirements.
Under the supervision of the Antrea Controller, the Agent
interacts with the OVS daemon to establish OpenFlow rules
and manage the OVS configuration via the OVSDB. The
Antrea communicates with the Kubelet to configure the pod
network interfaces and connect them to the OVS bridge (br-
int), with each pod connected to the OVS bridge via veth
pairs. Communication between nodes is enabled using either
VXLAN or GENEVE tunnels carried over physical network
interfaces such as ens1.

Antrea also integrates with the Octant UI [40], which
provides visualization capabilities for network topology and
policy management. Antrea uses either etcd or Kubernetes
Custom Resource Definitions (CRD) [41] to maintain net-
work configuration information. In addition, the multi-cluster
controller [42] uses a leader-member cluster architecture
based on the ClusterSet. Leader clusters are responsible for
managing network policies and resource synchronization,
while member clusters apply these resources locally. This
architecture is enhanced by a Common Area shared repos-
itory that enables efficient resource and namespace sharing
across clusters.

B. SECURITY FEATURE COMPARISON ACROSS CNIS
This section presents an overall comparative analysis of the
major CNIs based on security features and investigates the
impact of CNI architecture selection on security features. The
analysis is summarized in Table 2.
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TABLE 2. Comparison of security feature analysis for major CNI plugins.

1) SUPPORT FOR NETWORK POLICY
Support for network policies provides a security mechanism
for controlling inter-pod communication within clusters.
Although Flannel does not provide native policies, most other
CNIs support Kubernetes network policies [43], with some
providing advanced policy capabilities.

Notably, Cilium uses its eBPF to enforce policies directly
at the kernel level. Policy processing occurs sequentially at
multiple hook points, including XDP hooks that handle initial
packet filtering at the network device level, TC ingress/egress
hooks that handle L3/L4 policies, and socket-level hooks
that implement L7 policies. Antrea implements policy control
through a hierarchical OpenFlow pipeline structure within
the OVS. The policy rules are converted into OpenFlow
entries that form distinct tables for different policy types, with
connections tracked through the OVS conntrack module for
stateful policy enforcement.

Calico,WeaveNet, and Kube-router employ iptables-based
policy enforcement, although each implements it differently:
Calico through Felix’s structured pipeline with distinct
ingress/egress chains, WeaveNet through its mesh network’s
synchronized routing tables, and Kube-router through direct
integrationwith its BGP routing system. The detailed analysis
of network policies and their impact on performance can be
found in Section IV and V.

2) ENCRYPTION AND AUTHENTICATION MECHANISMS
The encryption and authentication mechanisms are indis-
pensable elements in guaranteeing the confidentiality and
integrity of network traffic in cloud-native environments.
Flannel and Kube-router’s reliance on basic Kubernetes API
server authentication reflects their focus on simplicity, which
consequently limits their ability to offer fine-grained authen-
tication policies. In contrast, other CNIs implement compre-
hensive security protocols. WeaveNet integrates IPsec within
its mesh network for peer-to-peer encryption and implements
certificate-based authentication for peer verification.

Calico combines IPsec for direct packet encryption in the
data plane with WireGuard for lightweight VPN tunneling,
supporting both certificate and token-based authentication
mechanisms. Cilium implements multi-layer encryption
using IPsec andWireGuard in its BPF-based data plane, while
also providing TLS for service-level encryption and mTLS
for service-to-service authentication with unique workload
identities. Antrea implements both IPsec and WireGuard in
its OVS-based data plane, using IPsec for tunneled node-

to-node communications and WireGuard for encrypted peer
networking, while centrally managing certificates centrally
for OVS component authentication.

Encryption and authentication mechanisms have a direct
impact on the security and efficiency of policy enforcement.
Calico’sWireGuard integration automatically encrypts traffic
allowed by L3/L4 policies, enabling unified policy and data
protection management in a single location. In particular, Cil-
ium’s mTLS implementation combines fine-grained, service-
level access control with encryption, enhancing the effec-
tiveness of L7 policies. This integrated approach strengthens
end-to-end security while reducing the complexity of policy
management.

3) SUPPORT FOR MULTI-TENANCY
In cloud-native environments, multi-tenancy is a security
requirement that ensures the isolation of multiple tenants
sharing cluster resources. To effectively implement multi-
tenancy, several isolation mechanisms are required, including
namespace separation, resource isolation, network isolation,
storage isolation, and granular access control. The level of
multi-tenancy support in a CNI can be analyzed based on the
comprehensiveness of these isolation mechanisms.

Cilium implements identity-based access control using
workload identities instead of IP addresses, leverages
Kubernetes namespaces for tenant separation, and enables
network traffic isolation through its Multi-Network. Calico
reinforces namespace isolation through RBAC-based policies
and BGP-based network segmentation and supports resource
and network isolation through a hierarchical policy model.
Antrea provides namespace-based isolation but lacks gran-
ular control over tenant resource sharing, while WeaveNet
provides only basic namespace isolation with encrypted
communications and Kube-router provides basic network
partitioning without additional tenant isolation. Flannel
lacks any multi-tenancy support, making it unsuitable for
environments that require tenant networking.

Multi-tenancy capabilities enable effective network policy
separation and enforcement. Calico’s hierarchical policy
model combines RBACwith network segmentation, allowing
systematic configuration of top-level baseline policies and
tenant-specific custom policies.

4) TRAFFIC VISIBILITY AND MONITORING CAPABILITIES
Network traffic monitoring enables network activity observa-
tion and control through packet capture, real-time analysis,
and anomaly detection. While basic CNIs such as Flannel
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andKube-router lack self-monitoring capabilities, other CNIs
provide comprehensive monitoring solutions. Hubble [44]
integrates with Cilium to provide comprehensive visibility
into service-to-service communication patterns, thereby sup-
porting advanced policy verification and bottleneck identi-
fication through Prometheus [45]. Calico’s Flow Logs [46]
facilitate traffic analysis by integrating with tools such as
Elasticsearch [47] or Splunk [48] for rapid anomaly detection.
Furthermore, Antrea’s Flow Exporter [49] employs the

IPFIX protocol and utilizes OVS with the conntrack
module for flow capture, periodically polling network
connection states through the conntrack and integrating
with visualization tools such as the ELK Stack [50] or
Grafana [51]. WeaveNet’s WeaveScope [52] offered visual-
ization capabilities comparable to Hubble, facilitating precise
modeling of communications between deployments, stateful
sets, and external entities with real-time container network
monitoring. However, due to severe scalability issues in
large environments, development was discontinued in 2021,
and then completely stopped when Weaveworks was shut
down in February 2024. This left a void in the market
for topology-centric monitoring solutions, particularly those
seeking an alternative to resource-intensive approaches.

Traffic monitoring plays a critical role in validating and
optimizing policy operations. CNI monitoring tools provide
the visibility to detect policy violations and anomalous
traffic patterns in real-time. This goes beyond simple
monitoring and provides a foundation for measuring and
validating policy effectiveness to continuously improve
security policies. This visibility is especially critical in
complex microservice environments to quickly identify and
resolve policy configuration errors or unintended side effects.

IV. NETWORK POLICY PROFILING IN CNI
This section presents a detailed network policy analysis
for each CNI, based on Table 3. To analyze the strengths
and limitations of each CNI’s policy features, our analysis
examines policy types, scope, supported layers, and priority.

A. EVOLUTION AND CURRENT TRENDS
The evolution of network policies has advanced from
basic network isolation to supporting complex cloud-native
architecture requirements. As shown in Figure 6, the Kuber-
netes Network Policy [43] structure consists of hierarchical
components: Metadata containing basic policy information,
Selectors using labels and Common Expression Language
(CEL) [53] for pod targeting, and Rules comprising Policy
Type, Action, Target specifications, and Traffic Rules. These
components can be combined to create diverse policy con-

figurations, such as an allow-db-egress policy that restricts
egress traffic to a specific CIDR range (192.168.0.0/16) and
TCP port 80 for pods labeled with app: db.

Although the fundamental network policy model is
centered on single-cluster and constrained traffic control,
the growing intricacy of security threats has revealed
the limitations. This has necessitated an evolution toward
extended policy schemes through Custom Resource Defi-
nitions (CRD) [41], which enable a wider scope and more
precise control. For example, Calico’s IPPool [54], when
integrated with BGP peering information, ensures that traffic
can traverse is only possible through authorized routing
paths, mitigating IP spoofing attempts through precise IP
range control and routing validation. Moreover, Antrea’s
NodeStatsSummary CRD [55] provides comprehensive
monitoring of policy enforcement status at the node level for
real-time detection of anomalous traffic patterns, such as a
sudden spikes in connection attempts.

FIGURE 6. The overview of the default network policy structure provided
by Kubernetes.

B. POLICY SCOPE AND LAYER-SPECIFIC RULE
CHARACTERISTICS
Network policies in container networking differ in their scope
and layer-specific rule support. Policy scope is divided into
namespace-level and cluster-wide policies. While WeaveNet
and Kube-router are limited to namespace-level Kubernetes
network policies, advanced CNIs support both Kubernetes
network policies and extend their policy scope through
custom resource definitions (CRDs). Namespace-level poli-
cies provide fine-grained control within specific namespace
boundaries, enabling independent management of security
rules. In contrast, cluster-wide policies (Calico’s GlobalNet-
workPolicy [56], Cilium’s ClusterwideNetworkPolicy [57],
and Antrea’s ClusterNetworkPolicy [58], etc.) apply uni-
formly across all namespaces, ensuring consistent security
standards across the cluster.

At Layer 3/4, CNIs extend the Kubernetes network
policy beyond IP/CIDR-based filtering and port/protocol
restrictions. Typically, CNIs extend policy controls with com-
prehensive ingress/egress port ranges and ICMP/ICMPv6
type management. Cilium network policy facilitates the
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TABLE 3. Comparison of network policy features across major CNI plugins.

definition of policies through the use of DNS-queryable
domain names for endpoints, providing IP address handling
from DNS responses analogous to CIDR-based rules.

Calico network policy implements CIDR block pattern
matching and integrates IPAM to offer policies based on
IP pools and subnets, thereby enhancing stateful proto-
col filtering mechanisms. Antrea network policy features
topology-aware policy enforcement, taking into account
physical infrastructure layouts and zone boundaries, while
supporting stateful connection tracking integrated with its
filtering.

At Layer 7, Cilium Network Policy handles DNS request
filtering itself and implements comprehensive application
layer control including HTTP (method, path, headers),
gRPC (service/method calls, metadata), and Kafka (topics,
consumer groups) communications. Antrea Network Policy
focuses primarily on HTTP traffic control through URL
filtering and method-based access rules, and integrates these
capabilities into its OpenFlow pipeline structure. While
Calico also supports Layer 7 policies, it is limited to HTTP
traffic control and is only available in the enterprise version.

C. TARGET AND ACTION SPECIFICATION
While Kubernetes policies are limited to pod and namespace
selectors, CNIs extend with sophisticated target specifica-
tions and diverse policy enforcement actions. Calico extends
beyond basic selectors through the use of advanced label
expressions using Common Expression Language (CEL),
enabling sophisticated multi-dimensional targeting with ser-
vice account selectors and complex label combinations.

Cilium implements a targeting system through endpoints
and entities. Its endpoint abstraction serves as the fun-
damental unit for policy application, while entity-based
selectors enable broader scope targeting from hosts to
external networks (via the ‘world’ entity) and cluster-wide
resources. Antrea enhances targeting flexibility through its
ClusterGroup abstraction, which consolidates selectors -
including pod, namespace, and node - into policy targets.

With respect to the mechanisms of action, Kubernetes
network policy implements a whitelist approach, permitting
only explicitly permitted traffic while blocking all others by
default. Similarly, Cilium provides explicitAllow andDeny

actions, following the ‘most restrictive rule takes precedence’
principle for policy conflict resolution.

In contrast, Calico offers more granular control through
Allow, Deny, Log, and Pass actions. The Log action
enables continuous monitoring of traffic flow for security
audits and troubleshooting, while the Pass action terminates
policy evaluation at the current layer and moves to the
next priority layer or other network policies. If no policies
exist, traffic is allowed by default. Antrea provides Allow,
Drop, Reject, and Pass. Antrea’s Pass action, similar to
Calico’s Pass, enables hierarchical policy evaluation. The
Drop action silently discards packets, enhancing security
through opacity. The Reject action generates explicit denial
responses, such as TCP Reset (RST) or ICMP ‘administra-
tively prohibited’ messages.

FIGURE 7. Test scenarios for enforcing L3/L4 and L7 network policies.

D. POLICY PRIORITY ANALYSIS
1) EXPERIMENTAL METHODOLOGY
The management of policy priorities is of critical importance
in resolving policy conflicts and maintaining consistent
enforcement in complex cloud-native environments. To eval-
uate policy priorities, two types of analysis were conducted.
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First, an examination of the processing order between
Kubernetes network policies and CNI policies was conducted
by applying them simultaneously and observing which policy
takes precedence.

Second, we investigated how different CNIs implement
policy precedence through their built-in priority mechanisms,
such as Calico’s order and Antrea’s priority and tier
fields, by testing various priority configurations. For these
two analyses, we employed the Basic L7 Policy Test scenario
depicted in Figure 7 (D), wherein we deployed an Nginx
server pod and a Busybox client pod across disparate nodes
and evaluated the efficacy of HTTP GET requests between
them.

2) CNI-SPECIFIC IMPLEMENTATION CHARACTERISTICS
As illustrated in Figure 8, two pods (pod-a and pod-b) were
deployed on distinct worker nodes (192.168.184.146 and
192.168.184.147), and three pivotal test scenarios were
conducted. The experimental results obtained revealed that
when Calico’s Allow policy was applied alone (B-1), pod-to-
pod communication was successful, with pod-a successfully
downloading index.html from pod-b. Conversely, when
Kubernetes’ default deny policy was applied (B-2), commu-
nication was blocked as expected. Notably, in case (C), where
both policies were applied concurrently, the communication
remained blocked despite Calico’s allow policy. These
findings demonstrate a clear precedence of the Kubernetes
policy over the CNI-specific policy.

A architectural analysis reveals that Calico’s Felix trans-
lates policies into iptables rules in chains that are distinct from
those utilized by Kubernetes. However, these Calico-specific
chains are positioned subsequent to the Kubernetes’ ipt-
ables processing flow. Additionally, both Cilium, which
employs TCP, XDP, and eBPF maps, and Antrea, which
converts to OVS Flow Rules applied to node bridges,
operate their processing hooks or OVS pipelines after the
point where Kubernetes evaluates network policies, despite
their advanced processing capabilities. Consequently, when
packets enter the network stack, Kubernetes policies are
applied first due to the iptables processing flow, resulting
in packets being dropped before reaching any CNI-specific
processing points if traffic is blocked.

This sequential processing, while appearing as a structural
limitation, actually enables a complementary relationship
between Kubernetes and CNIs. Through this processing
approach, CNIs respect Kubernetes’ networking foundation
and add essential components for modern cloud-native
environments through extensibility, rather than replacing or
overriding the underlying infrastructure.

3) PRIORITY HIERARCHY ANALYSIS
As shown in Table 3, among the primary CNIs, only
Calico and Antrea implement an explicit priority field.
Calico implements a single-tier priority system through
its order field, where numerical values determine policy
precedence. Policies with lower order values (e.g., 500)

FIGURE 8. The results of priority testing between Kubernetes and Calico
policies.

take precedence over those with higher values (e.g., 1000).
This numerical ordering allows administrators to explicitly
define the processing sequence of network policies.

Antrea implements a hierarchical three-level priority
consisting of tier, policy, and rules. At the highest
level, the tier system comprises six preconfigured tiers:
emergency, securityops, networkops, platform, application,
and baseline, with emergency having the highest priority.
Within each tier, policies are ordered using policy
priority values ranging from 1.0 to 10000.0. rule is
employed to determine the sequence of rule application
within a single policy. At the lowest level, rules within each
policy are processed sequentially.

Our experimental analysis confirmed this hierarchical
enforcement: when a traffic-blocking policy in the securi-
tyops tier (priority 5.0) competed with a traffic-allowing
policy in the application tier (priority 10.0), the securityops
tier policy prevailed, thereby demonstrating the precedence
of tier over policy priority values. To ensure system
stability and manageability, Antrea enforces constraints by
limiting the number of user-defined tiers to 20 and restricting
unique priority values within the baseline tier to 150.

V. PERFORMANCE EVALUATION
A. EXPERIMENTAL SETUP AND SCENARIO OVERVIEW
To evaluate the network policy enforcement performance of
each CNI plugin, experiments were conducted in a three-node
Kubernetes cluster (v1.30) running on a server equipped with
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FIGURE 9. The results of throughput (Mbps) and latency (milliseconds)
for L3 testing pre- and post-policy enforcement across different CNIs.

Intel(R) Xeon(R) Silver 4210R CPU 2.40 GHz and 256 GB
RAM. The cluster consists of one control plane node and two
worker nodes, each allocated 4 vCPUs and 8GB RAM, with
containerd serving as the container runtime. For pod configu-
rations, widely-used base images were strategically selected:
Ubuntu-based pods for L3/L4 policy testing with netperf
traffic generation, Nginx for server-side HTTP services, and
Busybox for client-side HTTP requests. Each test scenario
operates in dedicated namespaces with defined network
policies to ensure consistent and isolated environments.

As shown in Figure 7, four test scenarios were designed to
evaluate both intra-node and inter-node policy enforcement
capabilities. Scenarios (A) and (B) focus on L3/L4 policy
performance using Ubuntu-based pods with netperf traffic
generation. For L7 policy evaluation, scenarios (C) and (D)
use Nginx server pods to handle HTTP GET requests from
Busybox client pods. These scenarios control traffic using
two types of policies: (E) shows the standard Kubernetes
NetworkPolicy, which allows TCP traffic on port 80 between
labeled client and server pods for L3/L4 control, and (F)
demonstrates CNI-specific L7 policies (e.g., CiliumNet-
workPolicy) that allow HTTP GET requests to the root
path (‘‘/’’). These L7 policies are implemented to provide
consistent behavior across different CNI implementations.

The performance evaluation examines four key metrics:
network throughput, end-to-end latency, system resource
utilization (CPU and Memory) during policy enforcement,
and scalability as policy and pod complexity increase.
To ensure statistical reliability, each measurement cycle runs
at ten-second intervals for five minutes, and this process is
repeated ten times to derive the average values.

B. PERFORMANCE OVERHEAD OF LAYER 3 POLICY
PROCESSING
1) BASIC PERFORMANCE ANALYSIS OF POLICY
ENFORCEMENT
To evaluate the fundamental impact of network policies on
CNI performance, we analyzed four key metrics. Throughput
(Mbps) measures the actual data transfer capacity between

containers, which has a direct impact on application perfor-
mance. Latency (ms) reflects network responsiveness and is
critical for time-sensitive cases. CPU(%) and memory (GB)
utilization indicate the resource overhead of policy enforce-
ment, which is essential for understanding the operational
costs of each CNI. The experiments involved two tools:
netperf [59] for performance metrics and the System Activity
Report (sar) [60] for resource utilization.

As shown in Figure 9 through throughput and latency
measurements, in intra-node environments, Cilium maintains
the highest throughput at 8.6K Mbps both before and after
policy enforcement, while other CNIs show stable perfor-
mance in the 6.0K-7.0K Mbps range. However, inter-node
testing exposed significant differences. Kube-router exhib-
ited superior performance, with an 8.1K Mbps pre-policy
throughput that increased to 8.8K Mbps post-policy.

FIGURE 10. The results of average CPU (%) and memory (GB) usage pre-
and post-policy enforcement across different CNIs in L3 testing.

Conversely, WeaveNet’s performance dropped from 7.3K
Mbps in intra-node scenarios to 240 Mbps in inter-node
scenarios, a 97% reduction. Both Cilium and Antrea showed
a moderate decrease in throughput, reaching approximately
5.0K Mbps in inter-node environments, a 42% decrease
compared to their intra-node performance. The latency
measurements showed a similar trend, with all CNIs
maintaining consistent response times between 44 and 53 ms
in intra-node scenarios. However, in inter-node environments,
WeaveNet’s latency increased significantly to 350 ms, nearly
triple the 105-127 ms range observed for the other CNIs after
policy enforcement.

As illustrated in Figure 10, Calico’s CPU utilization
increased by 0.45 %p from 3.24% to 3.64% following policy
enforcement in inter-node scenarios, exhibiting the most sub-
stantial increase among all CNIs. In inter-node environments,
WeaveNet and Kube-router exhibited the most efficient CPU
utilization at 2.32% and 2.19%, respectively. Following
the enforcement of the policy, the results pertaining to
memory usage indicate that Calico utilizes approximately
1.08 GB in intra-node environments and 1.09 GB in inter-
node environments. In contrast, WeaveNet and Kube-router
maintain significantly lower memory footprints of approxi-
mately 0.73 GB and 0.70 GB, respectively.
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FIGURE 11. The impact of policy complexity (100, 500, 1000 policies) on
throughput and latency in L3 testing.

These performance patterns reflect specific architectural
design choices of each CNI. WeaveNet’s dual-layered
VXLAN architecture requires sequential packet processing
through the vethwe-datapath and vxlan-6784 interfaces,
causing significant overhead in inter-node communication.
Calico’s BGP daemon demands higher CPU resources
due to continuous routing table maintenance and policy
rule enforcement through iptables. Cilium leverages eBPF
programs in kernel space, eliminating context switching
overhead and enabling efficient intra-node packet processing.
Kube-router’s direct BGP peering approach without overlay
encapsulation minimizes processing overhead, resulting in
superior inter-node performance.

The minimal memory growth observed during policy
enforcement is due to the efficient state management of
modern CNIs. Typically, rules are stored as compact data
structures in kernel space (e.g., eBPF maps, iptables rules),
with only policy metadata maintained in userspace memory.
This configuration allows packet processing to operate
efficiently without continuous memory allocation.

2) PERFORMANCE DEGRADATION DUE TO POLICY
COMPLEXITY
To understand the impact of increasing network policy rules
on CNI performance, we scaled policy rules from 100 to 500,
and finally to 1,000 rules. By isolating policy complexity as
the sole variable, we measured the changes in throughput,
latency, CPU usage, and memory consumption in both
intra-node and inter-node environments. The experiment
maintained a 1:1 pod communication pattern while increasing
the number of port ranges between them.

As shown in Figure 11, in throughput measurements,
Cilium’s intra-node performance dropped only 2.2% from
9.0K Mbps at 100 rules to 8.8K Mbps at 1000 rules.
Similarly, Kube-router demonstrated stable inter-node per-
formance, maintaining approximately 8.2K Mbps across
all policy scales. However, Antrea exhibited significant
performance degradation, with intra-node throughput drop-
ping by 58% from 2.6K Mbps to 1.2K Mbps as rules
increased from 100 to 1000. The latency measurements

showed corresponding trends, with Ciliummaintaining stable
response times around 43ms in intra-node scenarios across
all policy scales. In contrast, WeaveNet showed the highest
latency increase of 245% in inter-node communication, rising
from 50.39ms at 100 rules to 122.26ms at 1000 rules.

FIGURE 12. The impact of policy complexity (100, 500, 1000 policies) on
CPU and memory usage in L3 testing.

As demonstrated in Figure 12, Calico showed the highest
CPU sensitivity to policy scaling, with usage increasing
from 3.80% at 100 rules to 3.89% at 1000 rules in inter-
node environments, representing a 2.4% increase. Antrea
followed a similar pattern, showing a 13.6% increase from
3.67% to 4.17%. In terms of memory consumption, Calico
consistently maintained the highest usage, reaching 1.18GB
at 1000 rules, while WeaveNet and Kube-router remained
below 0.8GB even at maximum policy complexity. Notably,
Cilium’s memory usage increased from 1.03GB to 1.07GB
when scaling from 100 to 1000 rules.

An analysis of the policy scaling results revealed that
Cilium’s throughput and latency showed performance decline
due to accumulated overhead from eBPF map lookups and
program execution in large policy sets. Antrea’s significant
throughput decline stems from increased overhead in Open
vSwitch flow table management, where each packet requires
sequential verification against an expanding number of
flow entries. WeaveNet’s rising latency with policy scaling
signifies that its VXLAN overlay becomes a bottleneck when
packets must traverse multiple network abstractions while
checking against expanded rule sets.

Concurrently, Calico’s increased CPU utilization pattern
reflects the escalating complexity of rule chain processing,
as each packet must be checked against an expanding rule
list. In contrast, Kube-router’s IPVS-based hash processing
approach maintains consistent performance regardless of the
number of rules because it avoids the linear scaling problems
associated with traditional chain-based packet processing.

3) PERFORMANCE IMPACT OF NETWORK POLICY UNDER
CONCURRENT CONNECTION SCALING
To analyze how concurrent pod connections affect network
policy performance in inter-node environments, we evaluated
performance variations by increasing the number of client
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FIGURE 13. The impact of policy enforcement under increasing
concurrent connections (50 to 200 pods) across different CNIs.

pods under a single policy. The scenario depicted in
Figure 7 (B) was utilized to conduct the experiment, wherein
the number of client pods accessing the server pod was
incrementally scaled from 50 to 200. The throughput and
latency changes before and after applying the policy are
shown in Figure 13.

The throughput measurements revealed that before policy
enforcement, Cilium’s performance decreased by 64% from
2.2KMbps at 50 pods to 0.8KMbps at 200 pods. After policy
enforcement, similar degradation of 70% was observed.
WeaveNet exhibited the most severe throughput reduction,
declining by 88% from 1.9K Mbps to 0.2K Mbps before
policy enforcement and 89% after policy enforcement.
Notably, Antrea showed the highest initial throughput of
3.1K Mbps at 50 pods both before and after policy
enforcement, but experienced substantial degradation of 59%
and 79% respectively when scaling to 200 pods. In con-
trast, Kube-router maintained relatively stable performance
until 100 pods with minimal difference between pre and
post-policy states (approximately 1.9K Mbps), but showed
significant degradation of 68% when scaled to 200 pods.

FIGURE 14. The comparison of L7 policy processing overhead between
Cilium and Antrea.

Latency measurements demonstrated that before policy
enforcement, Antrea showed the most dramatic latency
increase of 1,410% from 896ms at 50 pods to 13.5K ms at
200 pods. After policy enforcement, WeaveNet exhibited the
highest relative latency increase of 321% from 1.1K ms to

4.7K ms when scaling from 50 to 200 pods. Interestingly,
Ciliummaintained the most consistent latency characteristics
after policy enforcement, with the smallest relative increase
of 236% from 719ms to 2.4K ms between 50 and 100 pods,
although this advantage diminished at 200 pods with a
final latency of 5.8K ms. Calico and Kube-router showed
similar latency patterns, both experiencing approximately
300% increases when scaling from 50 to 200 pods under
policy enforcement.

Beyond the above measures, we observed variations in
session stability as pod counts increased. All CNIs had stable
connectivity up to 100 pods, but once this threshold was
crossed, we saw significant differences. Cilium demonstrated
remarkable connection stability, maintaining approximately
183 successful connections out of 200 attempted connections
even after policy enforcement, although connection establish-
ment times increased slightly.

In stark contrast, WeaveNet’s stability deteriorated sig-
nificantly, dropping to about 114 successful connections
out of 200 before policy enforcement and further declin-
ing to 86 after policy enforcement. This instability was
manifested by frequent connection reset events during
VXLAN tunnel establishment. In particular, Calico and
Antrea exhibited unexpected behavior at 200 pods, where
initial policy synchronization phases resulted in complete
connection failures across multiple test sets. These CNIs
required considerable time over ten minute to stabilize. This
behavior revealed underlying limitations in their connection
tracking mechanisms and policy synchronization processes,
particularly as their respective tracking tables approached
capacity limits.

C. PERFORMANCE OVERHEAD OF LAYER 7 POLICY
PROCESSING
To evaluate the performance impact of L7 policies, we con-
ducted experiments using (C) and (D) shown in Figure 7,
which represent intra-node and inter-node environments
respectively. Performance measurements focused on two
key metrics: throughput measured in requests per second
(RPS) and latency, measured in milliseconds. Tests were con-
ducted using Apache Benchmark (ab) [61], a tool designed
specifically for HTTP server benchmarking, by generating
100 concurrent connections over a 20-second period. The
results comparing performance before and after L7 policy
deployment for Cilium and Antrea are shown in Figure 14.
The results demonstrated that Cilium experienced a

significant degradation within the node, with throughput
declining from 6.8K RPS to 94 RPS and latency increasing
from 6.9 ms to 1.0K ms. This considerable decline can be
attributed to the logic of Cilium’s L7 policy processing.While
Cilium demonstrates superior performance in kernel-level
packet processing through the use of eBPF for L3/L4 policies,
the enforcement of L7 policies necessitates the redirection of
packets to a userspace proxy for the purpose of deep packet
inspection of application layer protocols (such as HTTP

VOLUME 13, 2025 35333



B. Kim et al.: Exploring Security Enhancements in Kubernetes CNI

and DNS). This processing causes significant overhead due
to context switching between the kernel and userspace
and additional memory copies of packet data, as packets
that would normally be processed completely within the
kernel must now cross the kernel-userspace boundary for L7
inspection.

However, Antrea has shown relatively stable performance
even after policy enforcement. In intra-node communica-
tion, throughput decreased from 10K RPS to 6.6K RPS,
accompanied by a slight increase in latency, from 9.9 ms
to 15.1 ms. The relatively favorable performance can
be attributed to Antrea’s application-aware engine for L7
policy processing. While Antrea’s flow rules are primarily
designed to handle L3/L4 traffic, for the enforcement of L7
policies, it integrates with Suricata [62] for the filtering of
HTTP traffic. The TrafficControl API selectively redirects
HTTP traffic to Suricata for application-layer inspection,
supporting fine-grained filtering based on specific HTTP
URIs and methods. Antrea still requires userspace switching
for Suricata processing, obviously, but because it specializes
in HTTP filtering only, it has less overhead than the Cilium
approach, which supports multiple L7 protocols.

VI. RELATED WORK
In this section, we review recent CNI research in
performance-oriented studies and security-oriented analyses,
as summarized in Table 4.

A. PERFORMANCE-ORIENTED RESEARCH FOR CNI
Recent research on CNIs has primarily focused on evaluating
fundamental performance characteristics in various deploy-
ment scenarios. Kang et al. [63] conducted a comprehensive
analysis of Flannel,WeaveNet, and Kube-router in edge com-
puting environments, focusing on DDS (Data Distribution
Service) applications’ performance under different network
conditions. Their evaluation metrics included throughput,
latency, and resource utilization, though security aspects were
limited to basic encryption overhead analysis.

Sekigawa et al. [64] examined CNI performance in
telecom, evaluating Flannel, Calico, Cilium, and Kube-OVN
with emphasis on latency-sensitive metrics and packet
processing efficiency. While they addressed the impact
of overlay versus underlay networking approaches, their
security analysis remained peripheral. Dakić et al. [13]
presented an extensive performance evaluation of Antrea,
Flannel, Calico, and Cilium in high-performance computing
and AI workloads. Their study particularly focused on the
impact of network tuning parameters such as MTU sizes

and packet configurations, though it did not address security
implications or policy enforcement mechanisms.

These studies have provided valuable insights into basic
network capabilities of CNIs, but demonstrate a critical
limitation: the lack of comprehensive security analysis, par-
ticularly in policy processing and enforcement capabilities.
While these studies thoroughly evaluate basic performance
metrics, they do not address how architectural characteristics
affect security features and policy processing, which are
increasingly crucial in modern cloud environments.

Our research addresses these issues by first analyzing
the relationship between CNI security features and policy
implementations, and then examining their architectural
connections across different security and policy configu-
rations. We also evaluate the performance implications of
these relationships. This comprehensive approach provides
a thorough understanding of CNI security features, policy
implementations, and their architectural characteristics in
cloud-native environments, with a particular focus on policy
processing.

B. SECURITY-ORIENTED RESEARCH IN KUBERNETES
Prior research explicitly addressing the security features and
network policy aspects of CNIs has been more limited com-
pared to performance-focused studies. Qi et al. [65] provided
an early analysis of CNI security features, evaluating basic
encryption capabilities and policy enforcement mechanisms
across various plugins. Their follow-up study [10] expanded
this analysis to include more detailed examination of
eBPF-based security features and policy processing over-
head, though primarily focusing on L3/L4 implementations.
Budigiri et al. [12] conducted a focused investigation of
eBPF-based network policies in Kubernetes, analyzing both
security implications and performance characteristics of
Calico and Cilium. While their study provided valuable
insights into eBPF-based policy enforcement, it was limited
to L3/L4 policies and did not address the broader spectrum of
security features available in modern CNIs.

Recent research has expanded beyond CNI security
analysis to address the challenges of policy management
and verification. Lee and Nam [15] introduced Kunerva,
which leverages network logs to automatically discover
minimal policy sets, integrating with Kubernetes Gatekeeper
for policy validation. In the context of microservices, Li et
al. [17] developed AutoArmor, focusing on automated
generation of inter-service access control policies through
code-based analysis of service interactions.

Moreover, recent studies are considering AI-based
approaches like Jacobs et al. [18], which uses natural
language processing for intent-based network manage-
ment. Li et al. [66] proposed Kano, a framework for
efficient verification of cloud-native network policies
using simulation-based validation and learned models to
ensure policy correctness and security compliance. In this
way, interest is growing in utilizing machine learning,
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TABLE 4. Comparison of CNI research approaches.

natural language techniques, and even Large Language
Models (LLMs) to automate and streamline network policy
enforcement.

The emergence of these studies demonstrates growing
interest in security policymanagement, yet existing analytical
studies have two key limitations. First, they either briefly
mention policy support or lack detailed analysis of policy
mechanisms. Second, when such analysis exists, it primarily
focuses on L3/L4 implementation technologies like eBPF
and iptables, failing to examine the comprehensive network
policies provided by modern CNIs.

This research addresses these gaps by providing an
in-depth analysis of policy implementation mechanisms and
processing methods across all network layers (L3/L4/L7).
Our study examines previously unexplored aspects of CNI
policy features, including policy priority systems, L7 protocol
handling. This comprehensive analysis of policy establishes
a foundation for future research in policy automation and
verification in cloud-native environments.

VII. DISCUSSION
The experimental results of this study demonstrate that CNI
selection is a complex decision-making process that goes
beyond simple performance or functionality comparisons,
requiring a comprehensive consideration of security require-
ments and operational environment characteristics.

A. SECURITY, PERFORMANCE, AND SCALABILITY
TRADE-OFFS
In cloud-native environments, balancing security, perfor-
mance, and scalability is critical when selecting a CNI.
Each organization must carefully evaluate ‘What is the
necessary level of security, andwhat is the acceptable range of
performance degradation?.’ Our analysis reveals the intricate
trade-offs among these elements.

Regarding the relationship between advanced security fea-
tures and performance, as observed in L7 policy processing,
the more sophisticated security features are applied, the more

complex the packet inspection becomes, inevitably leading
to processing overhead. The difference in L7 implementation
between Cilium and Antrea particularly illustrates this
trade-off. While Antrea secured efficiency through HTTP
protocol-specific processing, Cilium takes a generic approach
to support various L7 protocols, resulting in relatively
significant performance degradation.

There was also a clear trade-off between policy scalability
and processing performance. The eBPF-based Cilium main-
tained stable performance even as the number of policies
increased through kernel-level optimization. In contrast, the
OVS-based Antrea experienced a sharp drop in performance
due to accumulated flow table search overhead as policy
complexity increased. This demonstrates that the policy
processing architecture has a direct impact on scalability.

Differences in concurrent connection scalability were
also noticeable between the CNI architectures. iptables-
based CNIs experienced dramatic performance degradation
as concurrent connections increased due to the capacity
limitations of the connection tracking table. While the
Kube router using IPVS maintained stable performance
up to 100 pods, it experienced performance degradation
beyond 200 pods due to connection tracking limitations.
These differences suggest that the efficiency of connection
management mechanisms is a critical consideration in large-
scale environments.

These trade-off patterns suggest that three key elements
must be considered when selecting a CNI: the balance
between comprehensiveness of security features and per-
formance, processing efficiency with policy scaling, and
stability in handling large numbers of connections. These
elements are closely interrelated, and improving one will
inevitably require compromising the others. In particular,
as more advanced security features are applied, processing
performance decreases, and as greater scalability is pur-
sued, security feature limitations follow. Selection therefore
requires careful consideration of the complementary relation-
ship between these three elements.
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B. PRACTICAL GUIDELINES FOR CNI SELECTION
Flannel was included in the baseline analysis of this study,
but excluded from the performance evaluation.While Flannel
provides only basic network connectivity and lacks security
features or policy support, it is often used as the default CNI
in small clusters that start their Kubernetes with a minimal
environment. This serves as an important reference point for
understanding functional differences when transitioning to
other CNIs for advanced security features.

For throughput-sensitive microservice environments, Cil-
ium may be the optimal choice. It maintains a high
throughput of 8.9K Mbps at L3/L4 levels, with particularly
excellent performance in single-node environments. How-
ever, performance can drop to 94Mbps when L7 policies
are applied, so it is advisable to selectively apply L7
security only to specific critical services. For environments
with predominantly HTTP-based applications, Antrea can
be considered. With HTTP-specific L7 policy processing,
it maintains a high throughput of 6.6K Mbps. However,
Antrea’s performance degradation due to sequential OVS
flow table scans as policy size increases must be considered.

For complex microservice architectures that require gran-
ular traffic analysis, Cilium’s Hubble provides valuable
traffic analysis that can detect subtle security anomalies
in microservice communications. However, these advanced
monitoring features can generate CPU overhead, so storage
capacity for monitoring data and log management strategies
must be carefully considered.

In selecting CNIs for multi-tenancy environments, four
criteria warrant consideration. Firstly, the level of isolation
must be evaluated in order to ascertain whether tenant traffic
is completely segregated or potentially exposed. Secondly,
the support for inter-tenant encryption must be verified,
which is of particular importance in environments that
handle sensitive data. Finally, the support of authentication
and authorization must be examined in order to ensure
compatibility with the relevant policies, whether those are
RBAC or identity-based approaches. In accordance with the
aforementioned criteria, environments requiring high-level
isolation and granular policy control are optimally served by
Cilium or Calico. In addition, scenarios that require basic
isolation may find Antrea or WeaveNet to be sufficient.

If you need to choose a CNI based on granular network
security control requirements, each CNI’s policy offer
advantages. For basic security isolation, Kubernetes Network
Policy provides essential L3/L4 controls with namespace and
pod selectors, suitable for environments with straightforward
needs. For environments needing various protocol-level
traffic control, Cilium Network Policy provides extensive
coverage across HTTP, gRPC, and Kafka, along with
endpoint targeting. Where infrastructure-aware security con-
trols are crucial, Calico Network Policy combines IPAM
integration with flexible CIDR pattern matching, enabling
sophisticated subnet and IP pool-based rules. Additionally,
Calico and Antrea provide diverse action types, enabling
detailed security monitoring and staged policy rollouts.

In environments with high policy management complexity,
policy prioritization systems should be considered. Calico’s
single-tier approach is appropriate for medium policy man-
agement, while Antrea’s three-tier hierarchical system is
appropriate for large deployments with more complex policy
requirements. In environments that require a large number
of concurrent connections, connection stability must be
carefully considered. Ciliummaintained a connection success
rate of approximately 90% at 200 concurrent connections,
while other CNIs showed significant connection instability.
Therefore, Ciliummay be a better choice in environments that
require a high number of concurrent connections.

In resource-constrained environments, WeaveNet or
Kube-router may be reasonable alternatives. WeaveNet
provides a few security features, but shows significant
performance degradation as the number of policies and
pods increases, making it suitable for simple environments.
Kube-router, while more basic in functionality, maintains
stable performance by leveraging IPVS technology, making
it effective in high-traffic environments despite its simplicity.

Finally, organizations considering a move to multi-cloud
environments should choose platform-neutral CNIs to ensure
workload mobility and consistent application of security
policies. In this context, Cilium with its ClusterMesh feature
or Calico with its Federation feature would be appropriate
choices as they provide unified policymanagement and seam-
less service connectivity across different cloud platforms
while maintaining consistent security controls.

As a result, we recommend that the default CNIs from
major cloud providers are not always the best choice in
all situations. While the AWS VPC CNI, Azure CNI, and
Google Cloud VPC-native are optimized for their respective
platforms, combining or replacing themwith alternative CNIs
may be more appropriate depending on an organization’s spe-
cific security requirements or operational patterns. Therefore,
it is advisable to carefully analyze and consider which CNI
and policy configuration best suits your needs.

VIII. CONCLUSION
In this study, we present an in-depth analysis of network
policymechanisms in Kubernetes CNIs, focusing particularly
on the intricate relationships between architectural design
choices, security policy features, and performance implica-
tions. While earlier research primarily focused on isolated
performance metrics, our study uniquely demonstrates how
architectural decisions—from Cilium’s eBPF implementa-
tion to Antrea’s OVS pipeline and Calico’s BGP routing—
fundamentally influence policy processing capabilities and
enforcement patterns. Through both qualitative and quanti-
tative analysis, we establish clear correlations between these
three aspects, providing a comprehensive understanding of
their interdependencies.

This comprehensive approach revealed critical insights
into policy processing mechanisms and their perfor-
mance implications in complex environments. Notably,
we found that eBPF-based solutions experience significant
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performance degradation during L7 policy enforcement
due to kernel-userspace transitions, while overlay network
CNIs face connection stability challenges under high policy
complexity. We believe our findings provide essential
foundations for both practitioners selecting CNIs and
researchers advancing container network security.

Several limitations in our current study inform potential
research directions. First, our evaluation environment could
be expanded to include physical network infrastructure to
validate performance impacts under real-world conditions,
particularly examining phenomena like packet delays and
losses. Second, our analysis could be extended to examine
CNI behavior and policy consistency during failure sce-
narios and network interruptions. Third, exploring policy
enforcement consistency across hybrid and multi-cloud
environments would provide valuable insights for modern
distributed architectures.

In addition, future research extending from this work
includes: (1) leveraging machine learning techniques for
dynamic policy optimization based on traffic patterns and
threat detection; (2) developing automated approaches for
policy generation and verification that can handle complex
microservice interactions while maintaining performance;
and (3) investigating novel approaches to achieve both
comprehensive L7 security and high performance.
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